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H I G H L I G H T S  G R A P H I C A L  A B S T R A C T  

• We present a comprehensive uncer
tainty analysis for top-down emission 
constraints for trace gases from large 
point sources with an example of SO2. 

• The uncertainty analysis illustrates that 
top-down emission constraints from 
well-performed airborne observations 
result in an uncertainty of 20 %. 

• The previously reported top-down 
emission constraints may have an un
certainty of more than 200 %. 

• This study provides a quantitative basis 
to interpret top-down emission con
straints from airborne observations.  

A R T I C L E  I N F O   

Editor: Philip K. Hopke  

A B S T R A C T   

Accurate estimation of emissions from industrial point sources is crucial in understanding the effectiveness of 
reduction efforts and establishing reliable emission inventories. In this study, we employ an airborne Chemical 
Ionization Mass Spectrometry (CIMS) instrument to quantify sulfur dioxide (SO2) emissions from prominent 
industrial facilities in South Korea, including power plants, a steel mill, and a petrochemical facility. Our analysis 
utilizes the box mass balance technique to derive SO2 emissions and associated uncertainty. We evaluate the 
interpolation methods between 2D kriging and 3D radial basis function. The results demonstrate that the total 
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uncertainty of the box mass balance technique ranges from 5 % to 28 %, with an average of 20 %. Mixing ratio 
ground extrapolation from the lowest altitude of the airborne sampling to the ground emerges as the dominant 
source of uncertainty, followed by the determination of the boundary layer height. Adequate sampling at mul
tiple altitudes is found to be essential in reducing the overall uncertainty by capturing the full extent of the 
plume. Furthermore, we assess the uncertainty of the single-height transect mass balance method commonly 
employed in previous studies. Our findings reveal an average precision of 47 % for this method, with the po
tential for overestimating emissions by up to 206 %. Samplings at fewer altitudes or with larger altitude gaps 
increase the risk of under-sampling and elevate method uncertainties. Therefore, this study provides a quanti
tative basis to evaluate previously airborne observational emission constraints.   

1. Introduction 

Reliable quantification of the magnitude and uncertainty of trace gas 
emissions enables accurate modeling of the spatial and temporal dis
tribution of precursor substances and their resultant photochemical re
action products, such as ozone and aerosols. Regional and global 
emission inventories are mostly compiled using a bottom-up approach, 
which requires estimating emissions based on statistical data on activity 
levels, emission factors, and the effectiveness of emission abatement 
technologies (Ohara et al., 2007; Zhao et al., 2011). However, due to 
continuous technological advancements and evolving societal infra
structure, these inventory parameters can swiftly become outdated or 
fail to capture fugitive emissions adequately. This underscores the 
pressing need for more robust monitoring systems to address these 
challenges. 

Observationally constrained top-down emission estimates have been 
used to verify bottom-up emission inventories and models in various 
temporal and spatial scales (Klimont et al., 2017; Li et al., 2017; Streets 
et al., 2003; Zhang et al., 2009). These studies have illustrated consistent 
underestimations in emissions by the existing emission inventories (Hsu 
et al., 2010; Lavoie et al., 2015; Peischl et al., 2013; Wunch et al., 2009). 
Atmospheric observations from various platforms, including ground- 
based, aircraft, and satellite measurements, have been employed to ac
quire these top-down emission constraints. Differential Optical Ab
sorption Spectroscopy (DOAS) techniques have been utilized to assess 
the total emissions of SO2 and NO2 from area sources by analyzing 
spectral data obtained from moving or stationary platforms on the 
ground (Davis et al., 2019; Frins et al., 2011; Johansson et al., 2014; 
Johansson et al., 2008). Tower networks combined with inverse plume 
modeling and atmospheric simulations allow us to quantify temporally 
averaged regional and city-wide emissions, with the resolution depen
dent on the density of monitoring towers (Lamb et al., 2016; Lauvaux 
et al., 2016; Lauvaux et al., 2012). Satellite sensors such as the Ozone 
Monitoring Instrument (OMI) and the TROPOspheric Monitoring In
strument (TROPOMI) demonstrate potential for long-term monitoring of 
regional emissions, notably NO2 (Fioletov et al., 2020; Fioletov et al., 
2015; Koukouli et al., 2018; Krotkov et al., 2016). 

The airborne platform allows us to acquire high-resolution spatial 
datasets, which can be employed in multiple methodologies to derive 
instantaneous emission estimates. However, this methodology only 
captures the emissions at the time of sampling up to a couple of hours at 
most. One such approach utilizes aircraft observations with the Gaussian 
plume model. This method estimates emissions by analyzing a measured 
crosswind plume profile that assumes the dispersion pattern of a 
Gaussian plume emitted from a source under idealized steady-state 
conditions (Abdel-Rahman, 2008; Weil and Brower, 1984). The disper
sion of the plume is determined by employing Pasquil-Gifford co
efficients, which are dispersion coefficients based on source distance and 
estimated atmospheric stability (Turner, 1970). The Gaussian plume 
model, being relatively simple and conceptually straightforward, serves 
as the foundation for standard monitoring models like The American 
Meteorological Society/Environmental Protection Agency Regulatory 
Model (AERMOD) and the California Puff Model (CALPUFF). However, 
due to its assumption of a homogeneous wind field across the entire 

domain, the model is less suitable for large domains where meteoro
logical conditions are expected to vary, as well as for distances <100 m 
from the source and low wind conditions (Babilotte et al., 2010). 
Numerous studies have quantified uncertainties of various Gaussian 
plume model implementations, including comparisons to controlled 
releases, dispersion coefficient manipulation, and Bayesian estimation, 
(Caulton et al., 2018; Foster-Wittig et al., 2015; Hosseini and Stockie, 
2016). 

Using airborne datasets in a mass balance approach offers distinct 
advantages, particularly when dealing with large and heterogeneous 
areas where the precise identification or localization of emission sources 
is challenging. This approach can be effectively employed across various 
aircraft maneuvering tactics, including upwind and downwind spirals, 
single-height transects, multi-height screens, and box methods 
(Table S1). 

The single-transect method utilizes single-height transects either 
downwind of the area in a transect perpendicular to the wind direction 
to intercept the plume (Heimburger et al., 2017; Karion et al., 2013; 
Peischl et al., 2016; Ryerson et al., 2001; Trainer et al., 1995; Turnbull 
et al., 2011), or in a circle encompassing the area (Fried et al., 2020; 
Hopkins et al., 2009). The underlying assumption is that the mixing ratio 
remains well-mixed and constant at each altitude from the ground up to 
the planetary boundary layer (PBL). The average wind speed and di
rection perpendicular to the flight track are used to calculate the hori
zontal flux. To evaluate the enhancement in mixing ratio, background 
concentrations are obtained from a second upwind transect or from the 
edges of the downwind transect outside the main plume width and 
subtracted from the plume's mixing ratio. Additionally, ascending, or 
descending spirals may be performed to obtain the vertical profile of 
pressure and temperature and determine the height of the planetary 
boundary layer. It should be noted that the single-transect method relies 
on the assumptions of steady horizontal wind speed as well as a well- 
mixed planetary boundary layer. While this method reduces flight 
time, it comes with uncertainties, with assessments indicating potential 
uncertainties ranging from 65 % to 100 % (Cambaliza et al., 2014; 
Turnbull et al., 2011). Adequate planning before conducting research 
flight is essential, such as ensuring the transect is approximately normal 
to a consistent wind direction and located sufficiently downwind of the 
emission source to maintain a vertically constant mixing ratio below the 
planetary boundary layer. 

The multi-height screen method has the aircraft fly in horizontal 
transects downwind of the source at multiple altitudes to reconstruct a 
screen where the emissions pass through (Cambaliza et al., 2014; Fiehn 
et al., 2020; Lavoie et al., 2015; Mays et al., 2009). The structure and 
mixing ratio of the plume is derived by interpolation between each 
altitude measured to create a screen. Under the assumption of a steady 
horizontal wind direction normal to the screen, the horizontal flux of 
emissions from the source can be determined by a background mole 
fraction subtracted from the flux through the downwind screen. An 
average background concentration level is determined from the edges of 
the horizontal transects past the boundaries of the plume enhancement 
(Karion et al., 2015), or a background flux can be determined from a 
second upwind screen. The reported uncertainty of this method varies 
from 30 to 80 % (Cambaliza et al., 2014; Lavoie et al., 2015; Mays et al., 
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2009). 
The box mass balance method constructs a boxed polygon or a cyl

inder encompassing the source area from flights sampling at multiple 
altitudes (Alfieri et al., 2010; Gordon et al., 2015; Kalthoff et al., 2002; 
Kim et al., 2022; Tadić et al., 2017). An interpolation method is applied 
to fill in concentration and wind variables between the flight measure
ments. Inward and outward fluxes for the area of interest are determined 
by the wind speed normal to the interpolated screens of the box. The 
emission rate from the source is determined by the net flux out of the 
box, thereby considering all fluxes within the area of interest. Conse
quently, this method has minimal uncertainty. Previous studies have 
determined an uncertainty of ~26 % for the box model method for 
methane (Gordon et al., 2015). The key for the application is choosing 
the appropriate interpolation method. Past studies have interpolated the 
areas between the measurements on the constructed screen using krig
ing (Cambaliza et al., 2014; Caulton et al., 2014; Gordon et al., 2015; 
Mays et al., 2009) or Shepard's function (Alfieri et al., 2010). Cambaliza 
et al. (2014) also tested a local polynomial regression (LPR) method that 
fits a multi-order of polynomial regression to each point's immediate 
neighbors to produce interpolated values. The percent change in emis
sions for CO2 between kriging and LPR was reported to be up to 28 %. 

This study presents a series of research flights to constrain trace gas 
emissions from significant point sources, such as coal power plants, a 
steel mill, and a petrochemical industrial facility in the Taean Peninsula, 
South Korea. The flight track was strategically designed to employ the 
box mass balance method to constrain instantaneous emission rates. 
Notably, previous estimations of emissions from the Daesan Petro
chemical Facility in this region relied on a single-height mass balance 
method during the Korea-United States Air Quality field campaign 
(KORUS-AQ) (Fried et al., 2020). A significant challenge in this study 
was identifying downwind flight paths that are sufficiently far down
wind to accurately represent a well-mixed plume vertically from the 
facility. An essential assumption for the use of the single-height method 
is the vertical homogeneity of the sampled concentration throughout the 
boundary layer. However, due to the considerable size of the facility and 
the uncertainty regarding the precise locations of the emission sources, 
determining an appropriate downwind distance of this assumption 
proved challenging. Previous studies employing the single transect 
method typically focused on much larger sources, such as entire cities, 
with sampled distances ranging from approximately 10 to 170 km 
downwind (Heimburger et al., 2017; Peischl et al., 2016; Ryerson et al., 
2001; Turnbull et al., 2011). In contrast, the sampling distances from the 
facilities in both Fried et al.'s study and the current study are notable 
shorter, ranging from 2 to 3 km. Given this disparity, while the single- 
height method may be applicable to larger sources at sufficient down
wind distances, it becomes crucial to scrutinize its suitability for more 
spatially concentrated point sources and at closer sampling distances, as 
undertaken in this study. Ultimately, our study aims to quantitatively 
assess the current effectiveness of airborne platforms in constraining 
emission rates, offering valuable insights that refine our understanding 
of top-down emission constraints reported in prior studies. 

2. Methods 

2.1. Airborne observations 

A research aircraft, Hanseo B–1900D (HL 5238) has been deployed 
to airborne science missions since 2019 (Park et al., 2020). The AIMMS- 
30 (Aircraft Integrated Meteorological Measurement System; Aventech 
Research Inc., Ontario, Canada) was integrated to quantify meteoro
logical parameters. This system monitors pressure, temperature, relative 
humidity, three dimensional wind direction and speed, and aircraft 
location information, including latitude, longitude, heading, rolling, and 
pitching, with a time resolution of 10 Hz. For this study, we present the 
1 Hz averaged dataset to match the time resolution of the other 
measurements. 

A chemical ionization mass spectrometer (CIMS) with the SF6
− re

agent ion is deployed aboard the research aircraft to quantify SO2 (1 Hz). 
The detailed analytical characteristics of the CIMS system on Hanseo 
B1900D is thoroughly described in Park et al. (2020). An identical sys
tem has been used for airborne SO2 quantification on the NASA DC-8 
aircraft since 2004 (Kim et al., 2007). During the research flight, 
frequent background checks and standard additions were conducted. 
The background signal is assessed by scrubbed ambient air through a 
charcoal scrubber for a one-minute duration. An SO2 standard mixture 
(1 ppm N2 balanced MESA Gas, Santa Ana, CA, U.S.A.) is added to the 
background flow at 3–5 ppb for the calibration signal for about 1 min. 
Calibration is interpolated across the full flight time to determine in- 
flight sensitivity. The sensitivity of the CIMS to SO2 was determined 
from 249 in-flight calibrations to be 4 Hz ppt− 1. The uncertainty of the 
SO2 measurement is derived from the uncertainty of the SO2 standard 
gas, mass flow controller, and the precision (1σ) of the in-flight cali
brations. The uncertainty of the gas cylinder was ±5 %, and typical 
accuracy of the mass flow controller (MKS, model 1179) was ±1.0 %. 
The precision of 249 calibrations obtained for all flights is 7 %. The 
estimated measurement uncertainty of the SO2 measurement is 9 %. The 
limit of detection (LOD) for SO2 is derived from three standard de
viations (3 σ) of in-flight background signals and in-flight sensitivity. 
Typical LOD for SO2 is ~40 ppt over 1 s. 

The Taean region is located on the west coast of South Korea. It in
cludes Taean powerplant, Daesan Petrochemical Facility, Dangjin 
powerplant, Hyundai Steel Mill, and Boryung Powerplant located 
approximately at sea level (Fig. 1). The surrounding landscape consists 
mostly of cropland and forests. Taean powerplant has a facility area of 
~1.5 km2 with ten chimney stacks at heights of 150 m. Dangjin pow
erplant has a facility area of ~1.8 km2 encompassing eight chimney 
stacks with a height of 150 m and two stacks at 208 m. In 2018, Dangjin 
and Taean power plants were in the world's top 5 power plants in power 
generation capability (Grant et al., 2021). Daesan Petrochemical Facil
ity, which is approximately 16 km2, comprises separate plants spread 
across the entire area. Emissions for Daesan Petrochemical have been 
estimated using a single-height mass balance method and Korean Na
tional Emission Inventory (clean air policy support system, CAPSS) 
during the Korea-United States Air Quality field campaign (KORUS-AQ) 
(Fried et al., 2020). Hyundai Steel Mill has a facility area of ~7.5 km2 

with three sintering furnaces at the height of 150 m, three coke ovens, 
and two blast furnaces. Boryung powerplant has a facility area of ~1 
km2 and includes eight stacks at 150 m and two stacks at 65 m from coal- 
burning furnaces. 

For the research flights conducted in this study, the typical flight 
tracks followed vertically stacked transects covering each industrial fa
cility at around seven altitudes ranging from 400 m to 1000 m. We 
selected eight example flights for analysis, ensuring that the captured 
SO2 enhancements were adequately represented within the sampled 
flight altitudes, as summarized in Table 1. The flights were chosen based 
on several criteria, including the availability of multiple sampling alti
tudes, the presence of directionally consistent winds throughout the 
sampling period, and visual inspection confirmed that most of the plume 
enhancement fell within the sampled altitudes as observed from the 
interpolated mixing ratio screen. 

2.2. Mass balance algorithm 

The box mass balance approach relies on the principle of mass con
servation and the divergence theorem, which states that emissions can 
be determined by integrating the mass flux across the surfaces of a vir
tual box that encompasses the facility. This mass flux across the box 
surfaces is assumed to originate from a fixed control volume within the 
box. In this study, we employ a modified version of the top-down 
emission rate retrieval algorithm (TERRA) proposed by Gordon et al. 
(2015). This algorithm allows us to estimate the total emission rate (EC) 
according to the following equation: 
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Ec = EC,H +EC,V − EC,X +EV,D (1)  

where EC, H is the horizontal advective flux through the lateral walls of 
the box, EC, V is the flux through the top ceiling of the box, EC, X is the 
change in mass due to chemical conversion of the compound within the 
box, and EV, D is the compound emission deposition to the ground 
surface. 

The aircraft trajectories are not perfectly stacked at each altitude due 
to wind interferences and the aircraft maneuvering contributing to a 
certain degree of deviation of the tracks. Therefore, a reference flight 
path is determined to represent the overall horizontal component of the 
screen that encompasses the facility (Fig. S1b). To capture the center of 
the plume adequately, the reference flight path is manually determined 

based on the density of measurements at a horizontal location and from 
a central transect where the maximum SO2 concentration is observed. 
The lateral walls of the box are constructed from the reference path up to 
the boundary layer height as a two-dimensional screen wrapped around 
the facility. The start of the horizontal path length (s) of the reference 
flight path is visually set as the southeast corner of the shape and pro
gresses counterclockwise. The path length is calculated in meters as a 
function of the longitude (x) and latitude (y). 

The measured mixing ratios, zonal wind (U), meridional wind (V), 
and air density are interpolated to fill areas on the screen and extrapo
lated to the ground to a resolution of 40 × 20 m (s × z). 3D interpolation 
uses a radial basis function with weights estimated by the multiquadric 
function. Each observation point within 500 m of the determined 

Fig. 1. Map of industrial facilities sampled during the aircraft campaign in Taean, South Korea. Map images provided by Data SIO, NOAA, US Navy, NGA, GEBCO, 
and Google Earth. 

Table 1 
Flight examples presented in this study. The facility size is based on the largest length and width of the facility rounded to the nearest whole kilometer.  

Flight # F01 F02 F03 F04 F05 F06 F07 F08 

Date 10/27/20 10/31/20 11/4/20 12/9/20 12/17/20 05/29/21 06/01/21 07/01/21 
Facility name Taean Hyundai Taean Taean Hyundai Dangjin Daesan Boryung 
Facility type Power plant Steel Mill Power plant Power plant Steel Mill Power plant Petro chemical Facility Power plant 
Start time (KST) 14:21:01 12:31:43 14:59:47 13:58:51 12:58:06 10:34:00 10:53:35 08:26:57 
End time (KST) 14:47:32 13:07:21 15:23:45 14:14:58 13:32:58 11:08:24 11:37:08 08:51:45 
Facility size (km) 2 × 1 km 5 × 2 km 2 × 1 km 2 × 1 km 5 × 2 km 2 × 1 km 9 × 3 km 1 × 1 km 
Distance from facility (km) 1.8 2.3 1.8 1.5 2.5 2 2.5 2.5 
Average wind speed (m/s) 3.4 7.1 5.8 2.7 6.2 7.3 6.3 4.7 
Wind direction NW (296◦) SW (216◦) NW (331◦) NW (339◦) NW (313◦) NW (293◦) SW (218◦) SE (102◦)  
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reference path is included in the interpolation. The air flux through the 
screen is calculated as a function of zonal wind, meridional wind, and air 
density as 
∫∫

ρairU⊥dsdz (2) 

Air density (ρair) is calculated from the measured temperature (T), 
pressure (p), and % relative humidity (RH) as (Rogers and Yau, 1996): 

ρair =
p

RT
(
1 + 0.6χH20

), χH20 =
Adε
p

exp
(

Td

Bd

)

(3)  

where R = 287.1 J kg− 1 K− 1; χH2O is the water vapor mixing ratio; Ad =

3.41 × 109 kPa; ε = 0.622; Bd = 5420 K; and Td is the dew-point tem
perature calculated from the August-Roche-Magnus approximation 

Td(T,RH) =

λ
(

ln
(

RH
100

)

+ βT
λ+T

)

β −

(

ln
(

RH
100

)

+ βT
λ+T

) (4)  

where λ = 243.12 ◦C; ◦β = 17.62. 
The wind speed normal to the path (U⊥) is calculated as 

U⊥ =
V ds

dx − U ds
dy

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(
ds
dx

)2

+

(
ds
dy

)2
√ (5) 

The mixing ratios of the compounds are interpolated for each point 
on the screen and combined with the air flux to calculate the emission 
rate of the compounds using the following equation: 

Ec = MR

∫∫

χCρairU⊥dsdz (6)  

where χC is the mixing ratio of the species and MR is the ratio of the 
compound molar mass over the molar mass of air (64.066/28.97 for 
SO2). The sign of the normal wind is used to determine flux in vs flux out 
of the area enclosed by the screen, with a positive sign representing flux 
out of the box. The final emission rate EC is determined by assessing the 
net flux in and out of the box's walls. Consequently, this final emission 
rate exclusively captures emissions originating within the box's volume, 
where the point source facility of interest is located. Hence, this 
approach can be extended to species with high background levels. 

2.3. Interpolation and extrapolation techniques 

Previous mass balance studies have used a 2D kriging approach to 
interpolate the screen (Cambaliza et al., 2014; Gordon et al., 2015; Mays 
et al., 2009). We compare the 2D kriging approach to a 2D and 3D radial 
basis function (RBF) interpolation. Kriging is a semi-parametric 
approach that considers the spatial structure of the data by fitting a 
semivariogram to model the variance between points based on their 
distance (Chiles and Delfiner, 2012). For a 2D interpolation, each 
observation is mapped to the closest point on the screen with the exact 
value observed. Therefore, the interpolation relies on a 2D distance 
between points on the screen to determine weights without considering 
the distance from the emission sources. Past studies have commonly 
observed sources at a larger scale (city-wide, clusters of industrial fa
cilities, agricultural regions) with transect lengths from 5 to 150 km 
(Table S1). In these cases, the uncertainty associated with these flight 
track deviations is likely relatively low (Cambaliza et al., 2014; Gordon 
et al., 2015). As the spatial scale of the examples in this study is smaller 
than those of the previous studies, we expect this simplification to cause 
more uncertainty. 

A radial basis function defines its value by the distance between the 
input and a reference point. Commonly used radial basis functions 
include the Gaussian and Multiquadric function. The chosen function 

affects how nearby data points contribute to the interpolated value at a 
specific location. Radial basis function interpolation is a non-parametric 
approach to interpolate data (x) using the weighted sum of radial basis 
functions: 

Ci(xi) = w1f(xi, x1)+w2f(xi, x2)+…+wnf(xi, xn) (7)  

where C is the concentration, wi are the weights, and f is the chosen 
radial basis function. Weights are assigned by solving the equation using 
the known data points (Buhmann, 2000). RBF allows for interpolation 
throughout a non-stationary surface where the spatial structure varies 
depending on the sampling location. Considering the 3D distance of the 
observations to the horizontal screen allows for a 3D interpolation. Here, 
we perform a 2D and 3D interpolation of the horizontal screen of the box 
using the radial basis function with the multiquadric activation function 
from the Python package scipy.interpolate.Rbf (Virtanen et al., 2020). 
When the more conventionally used kriging approach is expanded to 3 
dimensions (pykrige.ok3d.OrdinaryKriging3D), the model calculations 
for our number of observations are time-consuming and limited by 
computational storage capacity. RBF as a surrogate model is signifi
cantly more computationally efficient due to using neural networks to 
determine weights rather than a parameterized 3D semivariogram 
(Bagheri et al., 2017). 

The lowest altitude flown is ~400 m for each flight due to flight 
regulations, resulting in a lack of measurements from 400 m to the 
ground. The ground elevation under the flight path is taken from SRTM1 
database by National Aeronautics and Space Administration (Farr et al., 
2007; NASA JPL, 2013). It is projected onto the walls of the mixing ratio 
and air flux box to serve as the ground elevation for the ground 
extrapolation discussed in the next section. 

The SO2 emission sources for the industrial facilities in our study 
originate from elevated stacks of ~150 m. As a result, we need to 
extrapolate the distribution of SO2 concentration from this altitude to 
the ground to obtain comprehensive emission estimates. To address 
these contributions, we have adopted a linear constant-to-background 
scheme. The linear constant-to-background scheme involves fitting a 
linear relationship between the concentration sampled at the lowest 
altitude of the screen and a background value at the ground. In this 
study, we have set the background value to 0 ppb. Additionally, we 
present two alternative extrapolation results. The first alternative is a 
constant extrapolation, which assumes that the concentration observed 
at the lowest sampled altitude remains constant and extends to the 
ground along the length of the screen. The second alternative is a 
background extrapolation, which assumes no presence of SO2 below the 
lowest altitude where samples were taken. Therefore, these two 
extrapolation methods serve as the upper and lower limit ranges, 
respectively, for estimating the contribution of SO2 emissions to the 
ground. 

The vertical wind speed distribution is estimated from the lowest 
sampled altitude to the ground using the logarithmic wind law equation 
(Blackadar and Tennekes, 1968; Tennekes, 1973). 

U =
(u*

κ

)
ln
(

z − d
z0

)

(7)  

where u* is the friction velocity, κ is Von Karman's constant, a nondi
mensional universal constant determined from observations valued as κ 
= 0.4 (Foken, 2006; Högström, 1988), z0 is the roughness length where 
the mean velocity is zero due to roughness of surfaces, and d or zero 
plane displacement is the height at which the mean velocity is zero due 
to large obstacles such as buildings and tree canopy. Values for z0 and 
d are qualitatively determined from visual inspection of the terrain 
surrounding the industrial facilities on Google Earth. The industrial fa
cilities in this study are all located by the coast. The rest of the sur
rounding terrain is made up of cropland, forested trees, and buildings 
related to the facility Assuming a terrain of 60 % open sea, 20 % crop
lands, 10 % deciduous forests, and 10 % buildings related to major 
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facilities (Grimmond and Oke, 1999), resulting in the average z0 value 
of 0.5 m and the d value of 2 m (Oke, 1987). 

The friction velocity u* is calculated using the determined z0 and 
d values and each windspeed value at the lowest altitude sampled along 
the path. The calculated u* value is then used to determine the vertical 
windspeed profile down to the ground altitude for each point (s) along 
the path. Finally, the air density below the measured altitudes of the box 
is approximated using an exponential fit, described in Table S1. 

2.4. Flux through the ceiling 

To accurately calculate the flux through the top face of the box, it is 
necessary to have information on concentration and wind values across 
the entire top face. However, in practice, such data is often limited to the 
edges of the box. This is due to constraints such as the unknown height of 
the planetary boundary layer (PBL) before the flight and local flight 
regulations that restrict flying over the top face. A simplified approach 
can calculate the flux through the ceiling using the mean concentration, 
vertical wind speed, and air density along the top edge (Alfieri et al., 
2010; Kalthoff et al., 2002). The SO2 flux through the top edge of the 
screen is calculated as 

EC.V = A MRχC,topρairwtop (8)  

where the wtop and χC,top are the mean vertical windspeed and mixing 
ratio at the top edge of the screen and A is the top area of the box. In our 
examples, this flux contributes up to 7 % of the total SO2 emission. 

3. Results and discussion 

3.1. Comparative analysis of interpolation methods: radial basis function 
and kriging 

The computational results for the interpolations of SO2 and air flux 
fields are presented in Table 2, along with calculated SO2 emission rates 
from 2D interpolation with kriging and RBF, and 3D interpolation with 
RBF. The 2D and 3D RBF interpolation results are compared to the 
kriging results to highlight the difference between the type of interpo
lation (kriging vs RBF) and dimensions considered (2D vs. 3D), respec
tively. In addition to the estimated SO2 emissions, correlation statistics 
among three different methods are also presented in Table 3. 

The interpolation results between kriging and 2D RBF fall within the 
methodological uncertainty with high R2 values (>0.945) and consistent 
emission estimates (<3 %) except flight F06. The discrepancy in F06 is 
mainly attributed to the disagreement in air flux interpolation 

calculations (R2 = 0.883) rather than the SO2 plume interpolation cal
culations, which demonstrate excellent agreement (R2 = 0.999). The 
main difference in the meteorological observation between flight F06 
and the rest of the flights is that a large number of data points in the 
lower part of the flight tracks were missing due to technical issues, as 
illustrated in Fig. 2b-f. The kriging algorithm used in this study employs 
“simple kriging,” assuming a stationary process with a known, constant 
mean throughout the entire domain. Consequently, the kriging inter
polation tends to drift towards the mean of the existing data. This 
approach poses challenges when applying airborne observation datasets 
of concentrations and meteorological parameters, as the average of all 
data points does not adequately capture local variations. This is partic
ularly evident when visually comparing the interpolation results of F06 
and F08 (Fig. 2, S15), and is reflected in the relatively lower correlation 
coefficients (R2 = 0.883, 0.945). In contrast, RBF interpolation employs 
linear combinations of radial basis functions to approximate the multi
variate function, allowing for greater flexibility and smoothing between 
data points. This provides a more prudent approach with large missing 
data points. 

Excluding this notable outlier (F06), the 2D approach consistently 
yields similar results regardless of the interpolation method employed. 
Thus, the disparities observed in the SO2 emission calculations between 
2D kriging and 3D RBF can be attributed to including an additional 
dimension. Given the relative proximity of the presented examples to the 
emission sources compared to previous studies (e.g., Table s1), it is 
reasonable to expect that neglecting a spatial scale may lead to more 
significant differences in interpolation outcomes. Indeed, the discrep
ancies in SO2 mixing ratio between 2D and 3D interpolation are more 
substantial compared to those in the air flux field interpolation results. 
This can be attributed to the fact that there are anticipated variations in 
SO2 within the 500 m tolerance of the flight track extraction, which 
likely exceed those of the meteorological parameters used for air flux 
calculations. As a result, the R2 values between 2D and 3D SO2 inter
polation indicate a weaker agreement compared to the air flux calcu
lations. Notably, F06 stands out as an outlier, exhibiting the lowest 
correlation coefficient (R2) in SO2 interpolation and the largest differ
ence in air flux interpolation. The systematic difference is caused by the 
condensed nature of the plumes, which only can be accurately inter
polated with the consideration of all spatial dimensions. In summary, 
the consideration of all spatial dimensions is a prudent approach. To 
investigate further on uncertainty from different approaches in 3D 
interpolation techniques, we applied different radial basis function such 
as linear and Gaussian kernels for flux calculations. The results illustrate 
that there are no statistically relevant differences with the multi-quadric 
kernel, applied in the presented flux calculations. We attempted to 

Table 2 
Computational results for interpolation by radial basis function and kriging. Emission rates and percent difference are rounded to the nearest integer.   

F01 F02 F03 F04 F05 F06 F07 F08 

Emission rates (kg hr− 1) 
Kriging  550  600  192  571  1424  333  1413  641 
2D Radial Basis Function  549  599  196  583  1434  291  1415  659 
3D Radial Basis function  566  729  242  592  1558  518  1433  563  

2D Kriging vs 2D RBF 
SO2 emission % change  1  0  2  2  1  13  0  3 
SO2 slope  0.993  1.010  1.024  1.006  1.009  1.003  1.005  0.997 
SO2 R2  0.987  0.997  0.990  0.996  0.982  0.999  0.998  0.990 
air flux slope  1.003  0.997  0.994  1.004  1.005  0.829  0.978  0.912 
air flux R2  0.998  0.999  0.997  0.996  0.995  0.883  0.989  0.945  

2D Kriging vs 3D RBF 
SO2 emission % change  3  19  23  4  9  43  1  13 
SO2 slope  0.871  1.012  1.042  0.986  0.970  1.108  1.057  0.841 
SO2 R2  0.797  0.649  0.847  0.835  0.889  0.772  0.822  0.852 
air flux slope  0.991  0.981  0.952  0.947  0.988  0.832  0.969  0.890 
air flux R2  0.975  0.965  0.960  0.951  0.980  0.886  0.972  0.918  
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expand 2D kriging into 3D, which could not be executed with the 
computational resources within the personal computer configurations. 

3.2. Uncertainty calculation 

The total uncertainty in emission rate for each example is calculated 
as the root sum square of independent sources of uncertainty in the 
experimental method. Independent source uncertainties include the 
mixing ratio ground extrapolation method (δEx), wind ground extrapo
lation (δWind), measurement error (δM), box-top calculation (δTop), and 
box-height selection (δBH). Total emission rate uncertainty (δ) is calcu
lated as 

δ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

δ2
Ex + δ2

Wind + δ2
M + δ2

Top + δ2
BH

√

(10) 

To assess the uncertainty arising from ground extrapolation of the 
mixing ratio, we examine two extreme scenarios: constant extrapolation 
and background extrapolation, as outlined in Section 2.3. 

In the case of powerplant facilities, SO2 is emitted from elevated 
stacks of approximately 150 m. Given that SO2 is emitted from elevated 
stacks rather than ground sources in our examples, the constant 
extrapolation represents a conservative upper-limit emission range. In 
contrast, the background extrapolation represents a conservative lower- 

limit emission range. Moreover, our choice of flights to feature in this 
uncertainty analysis is deliberate, focusing on those where the plumes 
appear well-captured by the sampled transects, evidenced by the 
maximum concentration not occurring at the lowest altitude. Hyundai 
Steel Mill and Daesan Petrochemical Facility are expansive complexes 
that encompass a more extensive range of industrial activity and SO2 
sources, some of which may be emitted from stacks. In contrast, others 
may originate closer to the ground. Such contributions may need to be 
characterized by combining with well-conceived ground observations in 
the future. Nonetheless, the percent change of these extreme cases from 
the base case (described in Section 2.3) is the uncertainty resulting from 
the mixing ratio ground extrapolation technique. The findings are pre
sented in Table 3. 

In cases where the SO2 plumes remain well within the range of flight 
altitudes, such as F06 and F09, there is a strong agreement among the 
three extrapolation techniques, with emission rate differences of <6 %. 
However, for other cases where a significant portion of the plumes ex
tends beyond the flight altitudes, the differences range up to 28 %. These 
variations align with the previously anticipated nominal uncertainty 
range of the methodology employed. This analysis demonstrates that the 
lowest altitude flown in our study (400 m), allows for the effective 
containment of most combustion plumes from modern industrial facil
ities, including coal power plants, steel mills, and petrochemical 

Table 3 
Emission rates calculated based on varying mixing ratio ground extrapolation methods. Mixing ratio ground extrapolation methods include constant, background, and 
linear constant-background extrapolations. The linear constant-background ground extrapolation method is considered the base case for our examples where SO2 
emissions originate from elevated stacks. The uncertainty due to ground extrapolation technique is determined as the percent change of a constant or background 
extrapolation from the base case. Constant extrapolation emission is considered the upper-limit range and background extrapolation emission is a lower-limit range for 
the ground extrapolation uncertainty.  

Flight # F01 F02 F03 F04 F05 F06 F07 F08 

Constant (kg hr− 1)  671  878  296  715  1940  536  1820  599 
Constant-background (kg hr− 1)  566  729  242  592  1558  518  1433  563 
Background (kg hr− 1)  444  555  188  444  1142  497  1036  527 
Constant % change  +18 %  +20 %  +22 %  +21 %  +25 %  +4 %  +27 %  +6 % 
Background % change  -22 %  − 24 %  − 22 %  − 25 %  − 27 %  − 4 %  − 28 %  − 6 %  

Fig. 2. Flight F06 interpolation comparison example. (a) 3D radial basis function interpolated SO2 screen (b) 3D radial basis function interpolation air flux screen (c) 
2D radial basis function interpolated SO2 screen (d) 2D radial basis function air flux screen (e) 2D kriging SO2 screen (f) 2D kriging air flux screen. Circle markers 
denote the location of the measurements used for interpolation. 
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manufacturing facilities. 
Additional sources of uncertainty, including wind ground extrapo

lation, measurement error, box-top calculation, and box-height selec
tion, were also explored in the supplementary material. However, their 
contribution to the total emission rate uncertainty was <1 %. The effects 
of chemical transformation and deposition were negligible for SO2 at the 
travel distances from the stack to the flown flight tracks. Several box 
processes are not considered, such as a change in air mass within the 
volume, horizontal turbulent flux, and vertical turbulent flux, because 
the impact of these terms has previously been estimated to contribute 
well below 1 % to the total emission rate (Alfieri et al., 2010; Gordon 
et al., 2015; Panitz et al., 2002). The sensitivity of these unconsidered 
processes to the emission rate is considerably smaller than the uncer
tainty associated with experimental errors of the method. By neglecting 
the change in air mass within the volume, it becomes feasible to analyze 
flights without the need for stationary ground temperature and pressure 
observations. Additionally, we chose not to include an analysis of the 
uncertainty associated with storage and release due to changes in wind 
speed and wind direction during the flight time frame. We justify this 
decision using the aircraft's instantaneous wind speed and wind direc
tion measurements to calculate air flux around the facility. Each dataset 
collected for a specific facility spans approximately 30–50 min, and 
upon reviewing the air flux screens and the average wind speed and 
wind direction for individual facility flights, we observed minimal var
iations. Consequently, we assume that the uncertainty related to 
changes in wind speed and wind direction during our flights is negligible 
within the sampled time frames. In summary, we conclude that the 
presented emission estimate framework has an uncertainty of 20 %. The 
ground extrapolation mostly accounts for the uncertainty. 

3.3. Examining uncertainty in the single-height approach 

We critically examine the single-height transect technique by 
comparing the emission estimates obtained from each individual alti
tude transect with our multi-height mass balance estimate. Previous 
studies employing the mass balance approach have frequently sampled 
at a single altitude, then assumed a uniform vertical distribution of 
mixing ratio and wind parameters throughout the boundary layer (Fried 
et al., 2020; Heimburger et al., 2017; Karion et al., 2013; Peischl et al., 
2016; Peischl et al., 2013; Turnbull et al., 2011). However, for our 
example flights, we observe significant vertical variability in SO2 con
centrations, wind speed, and wind direction with the distance from the 
screen to the significant point sources of the facility ranges from 1 to 8 
km. This suggests that transects at multiple altitudes are crucial for 
accurately characterizing the shape of the plume and air flux for similar 
industrial point sources and distances. Nevertheless, we acknowledge 
the need to optimize flight time and resource utilization in such mea
surements. Hence, it is important to understand the precision and 
constrain the uncertainties associated with employing a constant verti
cal profile when only a single-height transect has been observed. 

Transects at altitudes with an SO2 enhancement above the back
ground were selected for analysis. A well-mixed boundary layer is 
assumed with the PBL set at the highest altitude we observed the plume 
above background levels. The mixing ratio, normal wind speed, pres
sure, and temperature observed at each transect are applied to every 
altitude under the PBL. The precision of the single-height transect 
approach is given by the relative standard deviation of emission esti
mates determined with each transect. 

The results of our analysis, presented in Table 4 and Fig. 3, include 
emissions calculated using the corresponding multi-transect method for 
comparison. The precision of the single transect method, represented by 
the relative standard deviation, ranged from 17 % to 91 %, with an 
average of 47 %. Compared to the multi-transect approach, many 
emission estimates obtained from individual transects using the single- 
transect method showed significant deviations ranging from − 79 % to 
+205 %. These differences were considerably higher than the 

experimental uncertainty of the multi-transect method, which had a 
maximum uncertainty of 30 % for our example flights. 

The most notable difference in percent change occurred in flight F08, 
where the single-height transect method varied by up to +206 %, while 
the multi-transect method had the lowest total uncertainty of 8 %. In this 
example, the plume was smaller and elevated, and it was sampled at 
three different altitudes. The assumption of a vertically constant mixing 
ratio led to a large overestimation of 206 % when the transect at 700 m 
was used, as the altitude of the maximum concentration was extended 
vertically to areas with background concentration levels. Conversely, 
the single-height method underestimated 34 % when the transect at 400 
m was used, as a region of lower concentration replaced the higher 
concentrations of the plume. 

3.4. Determining optimal altitude sampling requirements 

To evaluate the incremental benefit of sampling at additional alti
tudes, we removed select altitude tracks from the example flights to 
assess the differences in emission estimates. Our goal was to examine 
how the emission estimates change when sampling at fewer altitudes by 
comparing them with the mass balance estimates obtained from 
approximately seven altitude samplings. For each flight, we conducted 
four cases: (1) using four altitudes, including the altitude where the 
maximum concentration was measured, (2) using four altitudes with 
alternating altitudes between the maximum concentration measure
ments, (3) using three altitudes, including the altitude with the 
maximum concentration sampled, and (4) using three altitudes, 
including the altitude with the lowest concentrations sampled. Including 
the lowest and highest altitudes measured helped constrain the bound
aries of the plume. The standard flight pattern included seven altitudes, 
sampled every 100 m in altitude. This altitude gap increased to 200 to 
300 m for the four and three altitude examples, respectively. The com
parison results, with the percent change indicated in parenthesis, are 
summarized in Fig. 3 and Table 5. The specific transects used for each 
analysis are presented in the supplement in Figs. S16–23. It is important 
to note that the calculated emission rates are highly dependent not only 

Table 4 
Multi-transect mass balance emission estimates compared with individual 
single-height transect estimates. The emissions calculated for the single transect 
method involves using the samples from a single altitude and assuming a well- 
mixed, vertically constant mixing ratio and wind speed for the entire horizon
tal walls of the box. The method precision is determined by the relative standard 
deviation of the emission rates calculated from each individual transect using 
the single-transect method. The multi-transect approach involves using the 
samples from all altitudes sampled. Maximum percent change is the change 
between the individual single-transect method and the multi-transect method.  

Facility 
# 

# of 
transects 

Individual 
single 
transects 
(kg hr− 1) 

Multi- 
transect 
(kg hr− 1) 

Max % 
change 

Method 
precision 
(%) 

PBL 
(m) 

F01  6 290–887  566 − 49 %, 
+57 %  

41  940 

F02  6 153–910 729 − 79 %, 
+25 %  

58  940 

F03  5 192–359 242 − 21 %, 
+49 %  

29  900 

F04  5 299–856 592 − 49 %, 
+45 %  

35  900 

F05  6 733–2049 1558 − 53 %, 
+31 %  

29  880 

F06  3 103–1109 518 − 80 %, 
+114 
%  

91  960 

F07  6 1093–1872 1433 − 24 %, 
+31 %  

17  980 

F08  6 228–1722 563 − 60 %, 
+206 
%  

73  1000  
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on the number of transects included but also on the variability of the 
mixing ratio of the transects. 

The results demonstrate that the four altitude scenarios generally 
yield consistent emission estimates within the uncertainty range of the 
seven altitude examples, except for flight F06. In this example, the 
plume enhancement was compact and detected only in three altitudes. 
Therefore, when the four altitudes did not include the altitude with the 
maximum concentration, it resulted in a percent change of − 49 %. For 

cases where the altitude of the maximum concentration was included, 
the maximum percent change was only ±13 %, well below the uncer
tainty of the full multi-transect method of 28 %. Given that the reduction 
in the number of sampling altitudes from 7 to 4 resulted in a change 
lower than the overall method uncertainty of 28 %, we deem sampling at 
4 altitudes acceptable when estimating the final average emission rate. 
However, when sampling was reduced to three altitudes, the maximum 
percent change increased to +109 %. Sampling at fewer altitudes 
inherently carries the risk of significantly misrepresenting the plume if 
the altitude with the maximum concentration is not included. Based on 
this analysis, we recommend that future flights with limited time and 
resources carefully consider these trade-offs. 

3.5. Comparative analysis with prior study 

The comprehensive examination provides a quantitative basis to 
evaluate previous top-down emission rate assessments. We provide an 
uncertainty range for the emission estimates reported in a previous 
study by Fried et al. (2020). Using the single-height transect method, 
their study presented SO2 emission estimates from the Daesan Petro
chemical Facility during the KORUS-AQ campaign in June 2016. The 
flights in their study were conducted at a constant altitude of approxi
mately 300 m, with the plumes sampled between 1 and 7 km away from 
the Daesan facility. 

The findings of our analysis prompt us to evaluate previous airborne 
top-down emission estimates. Our study demonstrates that the pollution 
plume does not exhibit vertical homogeneity, which is a crucial 
assumption underlying the single-height transect method. In contrast to 
other examples, our analysis of the Daesan case (F07) presented in this 
study reveals SO2 plumes that are more vertically dispersed, primarily 
due to the presence of multiple stacks at varying heights within the 
petrochemical facility. Additionally, the Daesan Petrochemical Facility, 
a larger facility with diverse processes and emissions, exhibits a wider 

Fig. 3. Minimum and maximum emissions percent change calculated using 4 altitudes, 3 altitudes, and 1 altitude examples compared against multi-transect mass 
balance emissions uncertainty range. Black diamond markers denote the percent change from individual single-height transect calculations. 

Table 5 
Comparison of emission rates from using all altitudes sampled and including 
only 4 altitudes. Two 4 altitude scenarios are presented: 4 altitudes including the 
altitude where the maximum concentration was sampled, and 4 altitudes not 
including the maximum concentration altitude. The lowest and highest altitudes 
were included in each scenario to constrain the boundaries of the plume. Percent 
change is determined as the change of the 4 altitudes scenario to the base case of 
using all altitudes sampled.  

Facility 
# 

All altitudes 
(kg hr− 1) 

4 alt. max. 
(kg hr− 1) 

4 alt. min. 
(kg hr− 1) 

3 alt. max. 
(kg hr− 1) 

3 alt. min. 
(kg hr− 1) 

F01  566 606 (+7 
%) 

536 (− 5 
%) 

589 (+4 
%) 

496 (− 12 
%) 

F02  729 726 (+0 
%) 

645 (− 12 
%) 

794 (+9 
%) 

527 (− 28 
%) 

F03  242 210 (− 13 
%) 

220 (− 9 
%) 

293 (+21 
%) 

150 (− 38 
%) 

F04  592 577 (− 3 
%) 

391 (− 34 
%) 

581 (− 2 
%) 

379 (− 36 
%) 

F05  1558 1675 (+7 
%) 

1708 
(+10 %) 

1661 (+7 
%) 

1824 (17 
%) 

F06  518 491 (− 5 
%) 

263 (− 49 
%) 

1080 
(+109 %) 

203 (− 61 
%) 

F07  1433 1477 (+3 
%) 

1492 (+4 
%) 

1475 (+3 
%) 

1463 (2 
%) 

F08  563 636 (+13 
%) 

552 (− 2 
%) 

1059 (+88 
%) 

153 (− 73 
%)  
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horizontal spread of plumes that are sometimes distinctly separated. In 
contrast, power plants typically have concentrated stacks aligned at 
identical heights, resulting in plumes appearing as one group at the same 
horizontal locations. Fried et al. (2020) incorporated plume depth up to 
the calculated mixing layer depth, determined through visual inspection 
of high-resolution lidar measurements and vertical profiles of the target 
gaseous compounds. The estimated mixing layer depth was approxi
mately 600 m. Considering that F07 and the KORUS-AQ studies were 
conducted in June, we would not anticipate significant differences in the 
assessed plume height between the two. However, in our case, we 
detected SO2 plumes well above 600 m, up to 1000 m. 

In our study, the lowest altitude we sampled around the Daesan fa
cility was 400 m. For the F07 case, the emission flux estimated from the 
400 m single-height transect was 1872 kg hr− 1, representing a 31 % 
increase compared to the multi-transect method calculation of 1433 kg 
hr− 1. We assume that the single-height transect method employed in 
Fried et al. (2020) resulted in a similar underestimation and apply a 
correction factor to their reported emission rates (Table 6). It is impor
tant to note that the correction factor used is a best-case estimate, 
assuming that the plumes in both examples exhibit similar vertical 
distributions. 

It is also worth mentioning an attempt to assess top-down SO2 
emission from large industrial point sources in the region using the 
KORUS-AQ dataset (Park et al., 2023). This study integrates the 
continuous emission monitoring system (CEMS) and single height 
airborne observational datasets to verify bottom-up emission rates of 
SO2 and NO2. The outcomes illustrate an acceptable agreement (within 
30 %) between top-down and bottom-up emission estimates. Therefore, 
it may boost a confidence to adapt additional top-down emission esti
mate methodologies such as the Gaussian plume model if the single- 
height transect is only available. 

4. Conclusion 

We present a comprehensive quantitative evaluation of how accurate 
top-down emission constraints can be using airborne observational 
datasets using an example of SO2. Therefore, we aim to provide the 
quantitative context to the previously reported top-down emission 
constraints using airborne observational datasets with various method
ologies. This study illustrates that the total uncertainty of the box mass 
balance technique ranged from 5 % to 28 %, with an average of 20 %, for 
the presented example flights. The dominant individual source of un
certainty for each flight was attributed to the mixing ratio ground 
extrapolation, followed by the determination of the box height. This 
underscores the importance of adequately sampling at multiple altitudes 
to capture the full extent of the plume and significantly reduce the 
overall uncertainty. 

It is crucial to acknowledge that the uncertainties presented in this 
study may not encompass all sources that impact the emission rate. 
Other factors such as vertical and horizontal turbulent fluxes, changes in 
mass within the box, and uncertainties stemming from the 

parameterization of the interpolation method could also contribute to 
the overall uncertainty. Additionally, the study focused on snapshot 
concentrations of a non-stationary plume, which introduces further 
complexity and uncertainty due to plume movement during the sam
pling period. Nonetheless, the uncertainty calculations provided valu
able insights for improving future iterations of the mass balance method. 

Furthermore, this study evaluated the uncertainty of a single-height 
transect mass balance method commonly used in previous studies. The 
analysis demonstrated that this method, which assumes a well-mixed 
boundary layer and vertically extrapolates the mixing ratio and air 
flux from the sampled altitude, exhibits an average precision of 47 % and 
has the potential to overestimate emissions by up to 206 %. This over
estimation is primarily attributed to extending regions of maximum 
observed concentrations vertically to areas with significantly lower 
enhancements. The uncertainty of the single-height transect method 
heavily relies on the relative concentration sampled within the transect 
compared to the rest of the plume. For the studied point sources that 
emit SO2 from elevated stacks, the observed plumes were not vertically 
homogeneous between the planetary boundary layer (PBL) and the 
ground in all flights. Thus, it is recommended that future studies sample 
at multiple transects beyond the assumed PBL, as resources and time 
permit, to improve estimation accuracy and reduce uncertainties. 

Based on the analysis of the presented flights, it is recommended for 
future campaigns to sample across a wide altitude range within the PBL. 
The findings indicate that sampling at least four altitudes in 200-m in
crements yields reasonable emission estimates. Compared to the emis
sions calculated using the full set of seven altitudes, the maximum 
percent change observed was 49 %. Estimates obtained from sampling at 
three altitudes with larger altitude gaps (300 m) were reasonably similar 
to estimates including all altitudes, although one example exhibited a 
difference of 109 %. 

The conclusion of this study is not limited to SO2 but can apply to 
other gases and aerosols emitted from large industrial point sources. In 
addition, the provided comparison with various top-down emission es
timate methodologies can provide the uncertainty ranges of the previ
ously reported top-down emission constraints. 
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Table 6 
Reported SO2 emissions from Daesan Petrochemical using the single-height 
transect method and corrected emissions. Reported emission rates are from 
KORUS-AQ in 2016 (Fried et al. 2020). Corrected emission rates are based on a 
single-height transect method overestimation of 31 % determined from this 
study.  

Dates and 
plumes 

Reported SO2 emission rates [kg 
hr− 1] 

Correction applied [kg 
hr− 1] 
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June 3, 2016  1343  1028 
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